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Abstract: With the ever-increasing amounts of textual material such as web pages, news articles, blogs, microblogs, and
similar, the Internet became the massive body of unstructured information. In this paper to deal with the issues for the
availability of more and more information with less time, the extractive text summarization using the deep learning model was
used. In this paper, the proposed approach uses three basic stages of feature extraction, feature enhancement, and summary
generation of the given news article to extract the core information, to produce well understandable summary and save reader’s
time. In the feature extraction, We explore various features to improve the extracted sentences to the summary by the score and
rank of the extracted features matrix by calculating the top thematic words, paragraph segmentation, sentences length &
position, proper nouns, and TF-ISF, and the sum of the feature vector given to RBM to enhance the extracted feature vector
and finally generate the final summarization by taking top high scores and 50% Of the sum second higher scores from the
enhanced feature extracted scores. For experimenting purpose, we have used 10 news articles from the total gathered news
articles gathered from BBC-Tigrigna, Fana-Tigrigna and VOA-Tigrigna news website. The evaluation of the extracted
summary was evaluated using Recall-Oriented Understudy for Gisting Evaluation (ROUGE) to compare the system extracted
summary with the reference / manual summary prepared by human experts. According the experimentation, the average score
of ROUG-1 shows 49% for recall, 39% precession, 42% for F-score and for the ROUGE-2 shows that 32% recall, 26%
precession and 28% for F-score, for ROUGE-I also shows that 39% of recall, 33% of Precession, and 35% of F-scores. The
result shows the proposed approach have higher result in Rouge-1 and the F-score or harmonic mean of precision and recall is
42% and it solves the problems of information overloading in the ever-increasing available news articles by generating the
extractive summarizations.

Keywords: Extractive, Deep Learning, Restricted Boltzmann Machine (RBM), Sentence Features, Single Document,
Summarization, Unsupervised

information [1]. The Automatic text summarization was
assisting us with acquiring relevant information within less
time from the available more and more unstructured data/text
accessible on the web. For such kind of issues, Natural

1. Introduction

1.1. Background

Text summarization is a way used to reduce the original
text data into smaller ones without losing its meaning, and
eventually, saves the readers time [2]. With ever-increasing
amounts of textual data available in the digital space, such as
news articles, blogs, microblogs, and similar with havening
less and less time needs to have summarized text data. Now
adays, the Internet became the massive body of unstructured

language Processing (NLP) assumes an essential part in
arising an emerging text summarization dependent on the
idea of various explicit languages.

There are various classifications of Text Summarization
(TS) techniques categorized by various researchers. Those
classifications were, based on the information input type as
single or multi-document, based on the purpose general or
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domain-specific, and based on the output type also categorized
as extractive or abstractive text summarization [2].

Among these classifications, an extractive summarization
method is concatenating important sentences or paragraphs
without understanding the meaning of those sentences to
produce the subset of the original text document. In the case
of an abstractive text summarizing approach, the system must
comprehend the meaning of the original text document in
order to generate a paraphrased text document with different
phrases or sentences but the same meaning to the original
document.

In this study, we use an extractive text summarization for
unsupervised single document using the Deep Belief
Networks (DBNs) composed of stacked layers of Restricted
Boltzmann Machines (RBMs) for the Tigrigna language.
Because the selected language was morphologically rich. The
same word can have multiple meanings and difficult for
abstractive text summarization. The Tigrigna language was a
Semitic language spoken in the Tigray Region of Northern
Ethiopia and Eritrea, according to Abraham Negash [3].

1.2. Problem Statement

With ever-increasing amounts of textual material there is
more and more data available in web pages, news articles,
blogs, microblogs, and other source of information and have
less and less time to get the important information need to
have summered text documents. The proposed solution is
produced condensed summary, or producing subset of the
original documents.

1.3. Objectives

1.3.1. General Objectives

The main objective of the study was to build a text
summarizer for Tigrigna news articles by identifying the
most important information from the given text and present it
to the end users using deep learning neural networks.

1.3.2. Specific Objectives

Specific objectives of the proposal are listed as follow:

1) Reviewing and analyze automatic text summarization
methods.

2) Designing and developing an extractive
summarizer for the Tigrigna news article.

3) To produce a condensed summary of news articles.

4) To evaluate the performance of the Tigrigna text
summarizer.

5) To report the finding of the study for the upcoming
research area.

text

1.4. Literature Review

In this literature reviews cover the overview the text
summarization, type of text summarization, approaches of
the text summarization, and the evaluation methods of the
text summarization was review in detailed.

Text summarization is the process of making large
documents into smaller ones without losing the context,

which eventually saves readers time [4]. Automatic Text
Summarization is a growing field of study in NLP and
becoming a popular/hot research area due to the growth of
data and the need to process it more efficiently in the last few
years [5]. Automatic text summarization is part of machine
learning, natural language processing (NLP), data mining and
becoming a popular research area while data grow and there
is a demand to process it more efficiently [5].

Generating a summary requires considerable cognitive
effort from the summarizer (either a human being or an
artificial system): different fragments of a text must be
selected, reformulated, and assembled according to their
relevance. The coherence of the information included in the
summary must also be taken into account [6]. Natural
language processing (NLP) plays an important role in
developing an automatic text summarization based on the
nature of different specific languages [4]. This can be done
using different techniques like TextRank using a graph-based
ranking algorithm, Feature-based text summarization,
LexRank using TF-IDF with a graph-based algorithm, Topic-
based, using sentence embeddings, and for deep learning
techniques using word2vec and Encoder-Decoder Model.

The first applications in history of text summarization
were library catalogs in 1674 and later generating abstracts
for research articles in 1898 [7]. At first, the emphasis was on
generating summaries that would help choose the best
articles for deeper reading rather than generating summaries
that would replace the original text.

The first summarization system was built on the first
commercial computer, IBM 701, by Luhn in the 1950s and it
was based on bag of words technique and counting word
frequencies. He extracted frequently occurring words and
then gave each sentence a number based on how frequent
words the sentence has. The number presented the
significance of the sentence. Then the abstract was formed of
the most significant sentences. [8]

A decade later Edmundson (1969) [9] introduced new
statistical methods on automatic extraction based on Cue,
Key, Title, and Location methods. The Cue method aims to
have a corpus of words whose appearance in a sentence
would make the sentence either important, unimportant or
irrelevant. The Key method selects the words that appear in
the original text more frequently than in the whole corpus
being the start for the TF-IDF (term frequency-inverse
document frequency) method, the Title method takes into
account the title and the headings, and the Location method
is the position of the sentences: sentences under headings of
first and last sentences of paragraphs and the document are
usually more relevant than other sentences. He also
emphasized that semantic and syntactic features of the text
should be taken into account in the future development of
summarizers, e.g., the length of the summary could be
determined automatically, Edmundson set it to 25% of the
sentences in the original.

Little by little linguistics was taken into account and
systems started to handle different word forms with the
techniques of NLP. The focus was on extracting,
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categorizing, and classifying text. Between 1990 and 2000
machine learning was introduced in NLP to parse sentences
into tokens and stemming words into their base forms [7].

So far, the research focused solely on words, and
computers were not able to understand the semantics of a text
document. Text analytics was anyway evolving rapidly in the
next phase intending to move to understand the meaning of
the text occurs. researchers are still trying to build systems
that can gently understand the semantics and pass reading
comprehension tests.

Based on [10-13], RBM’s have traditionally been used in
computer vision tasks. However, these recent works have
shown that they can be very effective in Natural Language
Processing (NLP) tasks as well. The specific model they
implemented was a regression process for sentence ranking.
The architecture of this method consists of a convolution
layer followed by a max-pooling layer, on top of a pre-
trained word2vec mapping. Leo Laugier et al [10]
implemented the proposed method and perform experiments
on single document extractive summarization. They show
that RBM can achieve superior performance than state-of-
the-art systems. They use Python as a tool because python
has versatility, the capability of fast production, and it has
great support from a deep learning framework [10]. They
also use the evaluation metrics of ROUGE-1 and ROUGE-2

to compare the results for the dataset of Document
Understanding Conferences (DUC) from 2001 to 2004.
Rouge accesses the quality of an automatic summary by
counting the overlapping units, such as n-gram, common
word pairs, and longest common sub-sequence between
automatic summary and a set of reference summaries [12].

The development of text summarization was developed
ever increased through the availability of more and more
unstructured data and the need to process an efficient way of
text analysis. Text summarization was developed from the
stoical and machine learning-based summarization to the
NLP familiar methods like using deep learning approaches.
Our main target was to analyze, how to produce extractive
text summarization using the Deep belief networks stakes
over Restricted Boltzmann Machine, which was, one of the
algorithms of deep learning for the local languages like
Tigrigna. Additionally, we make available the source for
others as basement like the dataset we prepare.

1.5. Related Works

The related works in this paper covers the summarization
technique, document size, summary type, and approach for
Tigrigna langue summarized on the following table.

Table 1. Related Works.

Author Title Purpose/Objective Methodology Key Finding/result Gaps
1) To produce ‘title

Automatic Text selection’ using ‘term 1) ‘term frequency and title 1) For the two features of term 1) dimension of the inputs

Guesh . . ) .. .
. Summarizer for frequency ‘and word” statistical frequency and title word, he was not clearly defined

Amiha _ . . . . .
(2017) Tigrinya content summary- algorithm using the tool obtained as 58% and 60% either, single-document

Language based thematic python respectively. or multiple documents

generic words.
2) Toisines Tatmn 2) Uses Probabilistic Latent

Topic-based o prociics Signan Semantic Analysis 2) Scoring method for top 15 0of 20 2) There is not available
Mulugeta o news article using . . .

Tigrigna Text . (PLSA) over the restarts gives the best-summarized  adequate well-organized
Getachew L semantic similarity . . . .

Summarization . WordNet ‘semantic document for 25% extraction rate wordnet for the Tigrigna
(2017) . and topic from a A . .

Using WordNet . similarity and topic of a which was 48.5%. language.

single text document
document
. 3) To produce generic ~ 3) He uses latent semantic 3) He uses F-score for 20% and 30%
Automatic . . .
. text summarizations analysis (LSA) to of extraction for both methods and

Ambharic Text . . . . . 3) He recommends
Melese L using the methods of identify the main topics 4) He found the result of 30% .

. Summarization - . developing a sentence
Tamiru Usine Latent ranking and of a document and extraction have better result 0.47 mbression aleorithm
(2009) Sesmagntic ¢ extracting sentences 4) LSAGraph, combines for TopicLSA and LSAGraph + ;‘(())r AI)IITE:r?C £0

. from the original LSA with graph-based PageRank 0.45, LSAGraph + HITS
Analysis . .
documents. ranking algorithms 0.47.
5) He uses statistical 3) The .re'sult was evaluated ustne 4) Recommends applying
4) To develop concept- approaches called topic precision/recall for summaries of for multi-document
Eyob Delele Topic-based based single- pproa P 20%, 25%, and 30% extraction ?
. . . modeling. query-focused, and
Yirdaw Ambharic Text document Amharic . . rates. L
. .. 6) topic modeling approach . update summarization.
(2011) Summarization text summarization . 6) The best results achieved as . . . .
of probabilistic latent 5) He identifies inflectional
system F lysis (PLSA) 0.45511 at 20%, 0.48499 at 25%, hol )
semantic analysis and 0.52012 at 30%. morphology only.
Language L 7 F—measure comparing them Wlth 6) Recommends, multi-
. . 7) Combinations of term an ideal manual summary using
Addis independent 5) To produce language- . . document text
. . . frequency and sentence news article extraction rates at .
Ashagre single document independent single . summarization for
position methods were 10%, 20% and 30%. .
Teklewold  text document text . . Ambharic and other
L . used to rank the 8) The highest score is 75.65% at the
(2013) summarization summarization . languages.
. sentences 30% and the learning-based has
using C# .
been achieved.
Mattias Efficient 6) To produce language- 8) Uses two algorithms 9) The algorithm was tested for 7) This is also, focuses on
Gessesse Language- independent text called Independent Rank  English and Amharic using the statistical frequency
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Author Title Purpose/Objective Methodology Key Finding/result Gaps
Argaw Independent Text summarizations (IR) and Sentence Rank ROUGE-1 result of 0.5238 on half  of the give text
(2015) Summarization (SR) rather than existing 0f 2002 DUC dataset for stemmed document.
Using Graph- adopted TextRank and and the highest of them reporting
Based Approach LexRank used for page 0.4405 ROUGE-1 results and
rank and rank the 10) TextRank, which uses a graph-
numbers of links based approach, with a reported
ROUGE-1 result of 0.4229 on the
same data set.
. 9) Uses Unl.versal 8) Recommends that the
automatic 7) To produce Networking Language . .
Mohammed . . oo . L Machine learning
Ambaric text abstractive text (UNL) which is one of  11)evaluation is promising since they
Abdella . . L . L . approach can be
. summarizer using  summarization for the semantic use the subjective evaluation of .
Hassen in . . . considered for the
an abstractive the Amharic representations of the summary sentence
2016 processes of UNL related
approach language. natural language tasks
sentences ’
12) the highest F-measure score is
87.07% for extraction rate at 9) It not clearly stated why
30%, in the clustered group of the clusterin Kmean
. protests posts. algorithm was used
Abaynew 10) extractlYe . 13) 2" highest F-measure score is 10) They recommend to
. . . summarization approach . . . .
Guadie, Ambharic Text 8) To summarize the by Calculatin 84% for extraction rate at 30%, in identify the texts posted
Debela Summarization news items posted y . .u £ droughts post groups in social media
. similarity of each posted 1 . .
Tesfaye, for News Items Ambharic texts posted doc. with two pair of 14) 3" highest F-measure score is automatically rather than
Teferi Posted on Social in twitter and face ? P 91.37% for extraction rate at use manually, apply

Kebebew in Media
2021

book

sentences and cluster-
based similarity using
Kmeans algorithm

30%, in the sports post groups
and

15) 4™ highest F-measure score is
93.52% for extraction rate at 30%
to generate the summary post

more Ambharic lexicon
rules and dictionaries
files to use and control
over and
underestimations

texts

2. Research Methodology

In these sections, the proposed research design and
methodology for the selections of research type, approach,
data preprocessing and production of the summary was
explained in details.

2.1. Research Design

In this paper, we used Design Science research
methodology to apply extractive text summarization for
Tigrigna news article. The design science research involves
the construction and evaluation of Information Technology
artifacts, constructs, models, methods, and instantiations
[14]. Design science could be a problem-solving paradigm
that looks to enhance human knowledge through the creation
of innovative artifacts. DSR seeks to enhance technology and
science knowledge bases through the creation of innovative
artifacts that solve problems and improve in the environment
in which they are instantiated [15]. The results of DSR
incorporate both the recently designed artifacts and design
knowledge (DK) that gives a fuller understanding by means
of design theories of why the artifacts enhance the significant
application contexts [14, 15]. In this case, Design Science
research method was used to design and construct extractive
text summarization using the architecture designed below in
Figure 1.

In this study, we follow all the stages of design science
process that includes, the problem identification and
motivation, solution objectives, design and development,

evaluation, and communication.
2.2. Data Set

In this paper, we prepare the dataset from the available
news article for Tigrigna language in Voice of America
(VOA) Tigrigna, Fana Broad Casting (FBC) Tigrigna, Dmtsi
Woyane Tigray and BBC Tigrigna news. For the exploratory
purpose, each of those articles was free from tables and
figures within the report sources. The taking after tables
appears the details of our information set.

Table 2. Statistics of the Data set.

Data Set Attribute values
Total numbers of news articles 1900
Min sentence per news article 103
Max sentences pre news article 10
Average sentences per news article 25
Max numbers of words 1990
Min numbers of words 142
Average words 434

3. Data Analysis, Architecture, or
Experimentation

3.1. Architectures

The architectures of the selected model show all the stages
of extractive text summarization. The primary goal of this
system is used to select the most frequent words and which
sentence should be included in the summary. Figure 1 shows
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the architecture of our system that contains three phases.

(1) preprocessing: This module consists of four
components: text segmentation, tokenization, stop word
elimination, stemming, and normalization, and their purpose
is to efficiently represent the input text in a suitable format
for the subsequent text summarization feature extraction
process while maintaining the consistency of the summary.

(2) Feature extraction: After Text Preprocessing, the
sentence features are calculated based on their respective
formulas given per feature, to get the sentence score. The
sentence feature contributes to choosing the sentence score
and includes the Number of thematic words, Sentence
position, Sentence length, Sentence position relative to
paragraph, Number of proper nouns, Number of numerals,
Number of named entities, Term Frequency-Inverse Sentence
Frequency (TF-ISF), Sentence to Centroid similarity. The
scoring of those features dealt with the term's individual
score as well as the sentence that included the term. It assigns
a score to words that occur in multiple sentences throughout

the entire text.

(3) Feature Enhancement: Following the extraction of
those nine features, the features are augmented using RBM
depending on their scores. We combine and convert the
present features in the datasets into a smaller collection of
features that we can utilize for summarization, clustering,
classification, and other tasks when we undertake feature
extraction. This was done to reduce overfitting and get better
outcomes in less time. Each phrase comprises 9 feature
vector values, which were used to construct the sentence-
feature matrix. The feature vectors are then enhanced and
abstracted, allowing complex features to be built out of
simple ones. The sentence-feature matrix is fed into a
Restricted Boltzmann Machine (RBM) with one hidden layer
and one visible layer to improve those features. This step
enhances the summary's quality.

(4) Summary generation: Using the selected deep learning
model, this module is responsible for determining the best
candidate sentences for the summary.

4 -
Text Feature Extraction
Preprocessing
Text Cakulate top
Segmentation Thematic word
1 !
Tokenization ¢ seatence position
-. ¢ Bitoken
) ¢ Tn-token
Punctuation ¢ Cosme-simslitude
&5t ord
=2 o TS-ISF
1 * numencal mfo.
Source Sanming o sentence keagth
docume T |
nt
Le - Sentence
Feature Matrix

Feature Extraction

Summary
Hidden Layer
Visible Layer
v = Visible
h = hidden
w=weight

Figure 1. General Architecture of extractive text summarization using deep Learning [16].

3.2. The Proposed Approach

This paper goes through unsupervised extractive text
summarization by utilizing deep learning approaches (i.e.,
Restricted Boltzmann Machine (RBM)) for single-document
summarization. This was applied in to three phases of feature
extraction, feature enhancement and summary generation
based on scored values of those features [16-18]. Those
phase work together for the purpose of integrating the main
information combined in each phase and generate a
summary.

Based on this, the sentences that contain the thematic
words are scored using the sentence-feature matrix. The
primary goal of this system is selecting the most frequent
words and which sentence should be included in the
summary. Figure 1 shows the architecture of our system that
contains three phases. (1) pre-processing: this module

consists of four components: text segmentation, tokenization,
normalization, stop word removal, and stemming, and their
purpose is to efficiently represent the input text in a suitable
format for the subsequent text summarization process while
maintaining the consistency of the summary. (2) Feature
Extraction: this module dealt with the term's individual
feature extractions based on the score of the given 9 features
of the number of thematic words, Sentence position,
Sentence length, Sentence position relative to paragraph,
Number of proper nouns, Number of numerals, Number of
named entities, Term Frequency-Inverse Sentence Frequency
(TF-ISF), Sentence to Centroid similarity. (3) Feature
Enhancement: The feature vectors are then enhanced and
abstracted, allowing complex features to be built out of
simple ones. The sentence-feature matrix is fed into a
Restricted Boltzmann Machine (RBM) with one hidden layer
and one visible layer to improve those features. sentences are
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graded in this module based on the intersection of the most
frequent terms. Sentence that contains the most frequent
words should have ranked first. (4) Summary generation: this
module is in charge of choosing the best candidate sentences
for the summary using the selected deep learning model and
fuzzy logic section.

3.2.1. Feature Extraction

The text is built into a sentence-feature matrix, once the
ambiguity has been minimized and ambiguities have been
eliminated. The sentences-feature vector is created for every
sentence in the text. The framework is made up of these
feature vectors. We’ve tried out a few different features. The
sentence features like the number of the thematic words,
sentences position, sentences length, sentences position
relative to paragraph, numbers of proper nouns, number of
numerals, number of named entities ant the Term Frequency-
Invers Sentences Frequency (TF ISF) have proven to be the
most effective at summarizing accurate studies [17]. These
calculations are carried out on the text that has been obtained
following the preprocessing phase:

I.  Number of thematic words: The thematic words were
taken from the upperl0 most frequently occurring
words of the sentences. For each sentence, the
proportion of numbers of thematic words to total
words was determined.

Topics are themselves noun phrases, which we distinguish
and extract dependent on part of speech patterns. At that
point we score the relevance of these expected subjects
through an interaction called lexical chaining. Lexical
chaining is a low-level text analytics measure that interface
sentences by means of related nouns.

Whenever we've scored the lexical chains, themes that
have a place with the highest scoring chains are appointed the
highest relevancy scores. We are ready to see that those
themes work effectively in passing notifiable information on
the context of the article. What's more, scoring these Themes
dependent on their context-oriented significance helps us see
what's truly significant. themes scores are especially helpful
in contrasting numerous articles across time with recognize
patterns and trends. The significance of Theme Extraction
and Scoring is to Limits to phrases that coordinate certain
part-of-speech patterns, score based on contextual pertinence
and importance, and Includes sentiment scores for themes.

No.of thematic words

Sentences Thematic = )

Total words

II.  Sentence position: This feature is calculated the first
function and returns 1 if the position of the sentence
is within a given first or last sentence of the text and
cos ((SenPos — min) ((1/max)-min)) otherwise;
calculates as follows.

Sentence Position =
{ 1; if its the first or last sentence of the text @)

cos((SenPos — min)((1/max) — min)); otherwise

where, SenPos = position of sentence in the text

min=th x N

max=thx2x N

N is total number of sentences in document

th is threshold calculated as 0.2 x N

By this, we get a high feature value towards the beginning

and ending of the document, and a progressively
decremented value towards the middle.

III. Sentence length: This element is utilized to avoid
sentences that are too short as those sentences won't
pass on much information. The first function is 0, if
the number of words is less 3 and numbers of words
in the sentences, otherwise.

Sentence Length =
{ 0; if number of words is less than 3 3)

No: of words in the sentence; otherwise

IV. Sentence position relative to paragraph: This comes
straightforwardly from the perception that toward the
beginning of each paragraph, new discussion is
started and toward the end of each paragraph, we
have a conclusive closing. The function is 1, if it is
the first or last sentences of a paragraph and 0
otherwise.

Sentence Length =
{1; if it is the first or last sentence of a paragraph @)
0; otherwise

V. Number of proper nouns: This feature is used to give
importance to sentences having a substantial number
of proper nouns. Proper nouns identify people, places
or things distinguish explicit individuals, spots, and
things. Extracting elements, for example, the proper
nouns, places or things make it simpler to mine
information. For example, we can perform named
entity extraction, where an algorithm takes a string of
text (sentence or paragraph) as input and identify the
significant nouns (people, place, and organizations)
present in it. Here, we count the total number of
words that have been PoS tagged as proper nouns for
each sentence.

VI. Number of numerals: Since figures are consistently
vital to introducing realities, this feature offers
significance to sentences having certain figures. For
each sentence we calculate the proportion of
numerals to total number of words in the sentence.

No.of Numerals
Sentence Numerals = No.of Numerals

(6))

Total words

VII. Number of named entities: Named entity also called
element entity identification or entity extraction — is a
natural language processing (NLP) method that
mathematically distinguishes named entity in a text
and groups them into predefined classifications.
Entities can be names of individuals, associations,
areas, times, amounts, financial values, rates, and
more. Here, we count the total number of named
entities in each sentence. Sentences having references
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to named entities like a company, a group of people
etc. are often quite important to make any sense of a
factual report.

VIIL. Term Frequency-Inverse Sentence Frequency (TF
ISF): Since we are working with a single news
article, we have considered TF-ISF features in to
account rather than TF-IDF. Frequency of each word
in a specific sentence is multiplied by the total
number of occurrences of that word in the wide range
of various sentences. We calculate this product and
add it over all words.

lo TF*ISF
Sentence Numerals = -28&Zallwords (6)

Total words

IX. Sentence to Centroid similarity: Sentence having the
highest frequency of TF-ISF score is considered as
the centroid sentence. At that point, we calculate
cosine similarity of each sentence with that centroid
sentence.

Sentence Similarity = cosine sim (sentence; centroid) (7)

At the end of this phase, we have a sentence-feature
matrix.

3.2.2. Feature Enhancement Using RBM

The sentence feature matrix has been generated with every
sentence having nine features (Number of thematic words,
Sentence position, Sentence length, Sentence length, Number
of proper nouns, Number of numerals, Number of named
entities, erm Frequency-Inverse Sentence Frequency (TF-
ISF), Sentence to Centroid similarity) function vector values.
After this, recalculation is carried out in this matrix to
enhance and abstract the feature wvectors, to construct
complicated functions out of easy ones. This step improves
the quality of the summary. To enhance and abstract, the
sentence feature matrix is given as input to a Restricted
Boltzmann Machine (RBM) which has one hidden layer and
one visible layer. A single hidden layer was enough for the
learning process on the dimensions of the training data.

Hidden Layer

Figure 2. RBM Architecture based on Nidhi, et al. [17].
~ZU,J vilh; —Z( b — Zhl ¢

i3,
Figure 3. RBM Algorithm.

FOR EACH iteration DO
Sample a vector v from the data set
SgT € = o(3(W Ty +c))
FOR EACH hidden unit DO
SET 1 = Lwith probability €
FOR EACH visible unit DO

SET ¥; = lwith probability o(B(Wh+ b))
SET € —(T(’f[” ll +c))
SET” =W -f‘/\i[(( — l‘l’T]
STV =b+ A3 [v—7]
SET(':(‘-f-/\’f[t‘—(']

DONE

Figure 4. One-stem contrastive divergence CD.

The RBM that we're using has nine perceptron in every
layer with a learning rate of 0.1. We use Persistent
Contrastive Divergence approach to sample throughout the
learning process.

We have trained the RBM for five epochs with a batch
length of four and four parallel Gibbs Chains, used for
sampling the using Persistent Contrastive Divergence (CD)
approach. Every sentence feature vector is going through the
hidden layer where in feature vector values for each sentence
are multiplied by learned weights and a bias value is included
to all of the feature vector values which is also learned by the
RBM. At the end, we have a refined and improved matrix.
Note that the RBM was trained for every new document that
needs to be summarized. The concept was, that no document
can be summarized without going over it. Since every file is
particular inside the capabilities extracted in section 3.5
above, the RBM was freshly trained for every new document.

Procedure
Initialize the weight matrix W, bias vectors
a and b, momentum v.
Set the states of visible unit v, as the
training vector
While i < Max Iter
For j =1, 2 .., m (all hidden units)
Compute P(h1i= 1|v1) using equation (7)
Gibbs Sampling hy €{0,1} from P(hy|v;)
End For
For i =1, 2 .., n (all visible units)
Compute P(v,;=1lh;) using equation (8)
Gibbs Sampling vy € {0,1} from P(vy|h,)
End For
For j =1, 2 .., m (all hidden units)
Compute P(hzl- =1|V2) using equation (7)
End For
//Update rule:
W :=W + € (Pthy = 1|vy) v§ — P(h, = 1|v,)v])

a :=a + €(vy— vy)
b := b + € (P(h; = 1|vy) — P(hy, =1|vy))
X := updation of momentum;

End While

End Procedure

Figure 5. RBM's fast learning algorithm based on CD [19].

3.2.3. Summary Generation

The Summary generation in RBM, the amended feature
vector values are summed to generate a score against
individual sentences. The sentences are then sorted according
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to decreasing score values. In this stored list the furthermost
relevant sentences are scored the first sentences and the scored
subset of sentences are chosen that forms the summary. At that
point the next sentence we select, the sentence having the
highest measure of common proximity similarity coefficient
with the first sentence, and select strictly from the top half of
the sorted list. This handle, incrementally and recursively
rehashed to choose more sentences until a user-specified
summary constrain is come to. At that point, the sentences are
re-arranged within the order of appearance within the original
document. This produces a coherent outline instead of a set of
confounded sentences.

Summary in Figure 6 shows the approach of creating the
summary. The sum of all enhanced feature values for each
sentence in the document is calculated and stored in a list.

(o T

et Sentence score Adding top 50%
of remaining
I sentences

Adding 1° sentence 1
in the summary Sentences scoring
| (position wise)
1

Final Summary

Adding scoring

K (Score wise)

Figure 6. Generating the Summary [17].

As a result, a value is generated for each sentence that
represents its score. Sentences are ranked in decreasing order
based on scores. The first sentence is always included in the
summary because it is the most crucial one. Then, the top
50% of the remaining sentences are included and arranged in
the first summary in accordance with their original positions
in the document.

3.2.4. Evaluation Criteria

To evaluate quality of the system extracted summary
adjacent to the human or manual extracted summary using
the ROUGE (Recall Oriented Understudy for Gisting
Evaluation) evaluation metrics for the recall, precession and
F-score of the system summary. For the manual summary, 10
news article was prepared for testing and used as reference to
evaluate summary quality to adjacent system summary.

The evaluation criteria in this case, system-generated
summary and reference human summary were compared
based on three basic measures of Precision, Recall and F-
Measure [17]. In terms of precision, we were primarily
interested in determining how much of the system summary
was actually useful or required. Precision is defined by
equation (1) as the following.

number of overlapping words

Precision = - ()
total numbers of words in system summary

In the context of ROUGE, recall refers to how much of the
reference summary is recovered or captured by the system

summary. By consider the individual words overlapped, it

can be calculated as follows (2):

number of overlapping words

Recall = - 9)
total numbers of words in rfernce(manual summary)

The F1-Score is represented by the association of Recall
and Precision. Accurateness of the result is evaluated by the
number of true negative cases, but we focus on false positive
and false negative cases instead. Thus, the F1 score is

formulated by the following formula:

2(Precision * Recall)

F1= (10)

Precision + Recall

3.2.5. The Feature Used for Tigrigna Language Text
Summarization

The Tigrigna text summary features sets are different from
other languages by reading and encoding Unicode files,
reading and encoding stop words, punctuation marks, and
morphological analyses. In this instance, the module 'codecs.
open ()" was used as ‘text = codecs. Open (root.filename,
encoding="utf-8'). read ()’, to open and encode the Tigrigna
news article to Unicode format.

The focused features of Tigrigna language were typically
the stop words and punctuation marks used to analyze and
filter the important words out of the given
sentences/document. Instead of using a period (.) to divide
sentences in Tigrigna, we used fourPoint/Ariba'ete Netibi ()
in the sentence segmentation, and the additional punctuation
marks used in Tigrigna language was displayed in the
following table.

Table 3. List of punctuation marks in Tigrinya language [20].

Punctuation marks Meaning

End of sentences

= Full stop/period
: Word separator

f comma Sentence connector

£ semicolon List separator marks

: - Preface colon Beginning of the list mark

 colon Word separator

? question mark End of question

! Exclamation End of n emphatic declaration, or command

The typical stop words that mislead readers are eliminated
from the offered articles, and we sort them out according to
the frequency of each term in the chosen language.

The common Tigrigna stop words are
["V’$"\r\nh',\r\ngoa', \r\n','AlS, R, 0L A, T e R Y
SRR N A RO, B 0 e AR, Nk, T gPHA
LR Tt A 1T (W O U A sl U U W Gl WS | G e (1
LA, R, TRDATY, RO, RR, TR, AR, AE, AL, TAed,
A, C'Hoe', 12, RN 'HA', 'HAOTY, 'HAP', 'An®', a0,
O, HAR, A AL DAY L RO, R, 'O, OR), R, I,
'POORIY, A, Thge, i, &9, e, AT, AR, A, 'TeIL,
'TAN, A, e, hed!, hee', e, RO, Y, 19T, i,
"ALA RS 1.

3.3. Experiments

As discussed in the earlier section, the approaches we used
consists of the three stages, feature extraction, feature
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enhancement, and summary generation, which work together
to extract the core information and generate a logical &
consistent, understandable summary.

The single Tigrigna news article was selected from the
prepared articles randomly as input. Text preprocessing
activity was done like splitting paragraph to sentences by
separator of ‘arat Netibi ‘(::). After that, sentence was
tokenized to words by space delimiter and punctuations,
stope words of the article for Tigrigna were removed. We
discovered several features to improve the set of sentences
selected for the summary and feature matrix base on the

GO RA TS NROET RASTTY AT 2 AR €4AARY
17 2% 2020

position of sentences, bi-token length, tri-token length, TF-
ISF feature and Centroid Calculation, cosine similarity,
thematic number, sentences length, numeric token, pronoun
score as discussed in section 3.2.1. The Restricted Boltzmann
Machine (RBM) deep leering algorithm was used to improve
resultant accuracy without losing any important information
of the above extracted feature matrix. The output of the final
summary for the given sample input news article was
generated as follow.
Sample input news article

AEAF NGB 7AN AAR UBN HENIN AAR At NCSH T2 E50 AP HONR P 235 49852 7AN T ANS YIC AT 03 SROTI8
RIS GOOxY JUNTY NEIMGESR SoRATA AE= SERIST 7AN NSR T80 NPLa RIS 250 HHLA DYN SDANSD AT44T
ARANLANN ATAIA, UM, AR NATYY HINR= At NAANL SCNT Dédh NS INT 4ZR.& N7AN NNY H43PA RA S ATSZNE E0R
S22 AN LENEY THAN A3NE= Mt A AOAA HALRIT HANRNA 6eNY 773 ANSS REABNLY: At N A9ING XN ARTRE DA+
It S27TF NAIPNIN NRAA HLAP HNA A4H50 2= At FELE S22 NMEA L8 HE+He N 7AN AD: 530 N2 SCNTT TSANY
NN ARTRE ANG A2NAATY AB= Xk INT 73§24 N 7ANT NFR SRTAF feNiA THIAR ANATIEN 7ANS FOHELT ATENS Y FAes™
R32 HIDNA RENTY: 3PAT ZOR €227 A A0LNY HALAAP NEATT SATRY At A AOA RAFTE4H: NS HNL+ 2905242 NOST
BATT AZAPT ORST INNSS HRDE AL UHNS F3SNEN AASSA RS ANt ANSF 500 N24NHY COE0Y AMNEt NNAD
TENAFS HAZANA N-NCSH N2 "ECE S22 RASS NS AR NS TNE +F 44" HNA S AMRB0 125 Mt 04 At 7T XN
SNE MG AZATTILY A ThA Ab ML FRAT ECE HOR "URDH RASC ADT NG AR HANA NASF NIC QAT it 'S NPAS
SR A Al HAAL NANE RO A SELN: NATEIAT HERS NVIFEFI NALT SN N SRDER T2k NN AZ XN AFD 08P hA-
195 XN AGA. NASSDPY NOVF N7AN A YIG IMAS SHFAT 15 BIFF N Ry "£99M2 N22T5R" AHNA felh: €A, NLITR
HMAN NLH NATED NAL RN2LFD: ki NANRGE NALT S AN S2590 N7AN H+FhAe TL2PF AN 24x8= NaAX: Ay
USDHS FCPGR PNATY - CRRAS 204N - 29C0E NE27FR" HAA Ml Hark 12590

A} HAAL OIMGF 2] HARDE: N §o73 RAN @232 23N EN HPHA N AR H2ALE N34 NAMY FoRRal 7AN N3P (Kenya's
Independent Policing Oversight Authority) N7AN ANRAS HNA 87 TS NFOHITRAY A4 TONCAH 15 NIRHPEY AOA, 30 PR
NFPHNRAFTEY ANG:E DANE 22 7AN AN AFERF AN ATOR P ROy Al HHALAAP ATY FO0AT AF0% A240%F D 7~ANTY 2N
AOA NATIE NNF HALAAR N2AT L& FOF0%T EQa 00 RAD: A4) CR@ER TN S2H 0% AN AFRINE A THOSASH: 023Nt Mt 3N
2019 RASDH CRd HONE ANR AR X NAAT RG4S AEFREY ANNANE TUNF NNAR TRNAS FREaTRE N e 23L At
RANRAN AFINE LT SUINAC ANR ARIS2 AN LOAMTNT FEHLY 0NPF AT P HEAT: HONSH: AHL AR2TUNGEY AS" RNa
Fopid SNERAT NN AEATIND: CRYTNITY ART TTUNE AL DT HANUA BN ACGEPY ATRALY ADY 3t RN ASHFNAE Y
23 ATSNES AN, AP AN HALAAP NEASS ATTR P JO30 D o3 SOFRHNATY BIMIT CRUAD /ISRONTH 1S NFRA, 270 Ae -
AFOINE ATROSASA ADYY NN ONE €273 NOATY NSTY AN RNAM ANLEP Ras= Al HAAL DA, A2 JTIANE: A1) N4+ aoFA
AT 05 SRE 2N AN HNYA NN NFRRAHFFRAD N 209 3N A5 TAHNSTS NFR AT AN A FICE AN 124 XN HPY 2T
NEA JATS NASRDN £ AN N7AN 5445 NS HNGSNR A= NASTII 2 AT 1% JT NHANS HINAGE 7AN 2L HTAMN Ae hix
AN HEBA? AN 7AN ATSZN AELN ATNA: NATTAIE UNTT STFATT 2HA? AR Tk X RATSHY NARE OUNET RUHNT HNA
A% NAZA ATNAe: AN AIDZN N N3 579 AAH NAKESSE NS NTNATA AAS AS AN 2@ NA SSNHNUA: XN CONTA YNN
NN NNA NAHLSY NEE HORA HAe TRNAYS O+ HAA FERTE ATTS HUM BNA ANVIER: NF8 A Mk TN LT +04A HhNN
AN XN N SCK N $4N TNt HLRTE NEAT TTUNTT HELT €08 NAAZOYN: HNEA AN AT NAD ONM NAHDREA RATSE
ASL DD PY ROLNDEY 7AN ASHCAET 1P 27y SR 20 RINA SO0 HARIS N2FMN A NETHMARTE APIS HHL~= Noe E05
SA22% NAXTY NER 23FMNAS: NER N2FFFAL DAEN A2NAAY AR NAEN 22790 AARI NEN AICH NN IN22 AAPAR"
ATNA HAFTFA RATEE AOLNDFY ©vhB% AENPT Ake RIS NILF NAHA HES$S YI&HN? NFR A N4E A TROTASA 1259
L2AN-FF HACINA ANNBE NNAR CONAT Xl HALAAP 145 N7AN HIMEE UNT NNAS TOIAT NBASY NS4S RLAY RAF=

A ATRUVE A THOSASA A0RLTNL TN AELP FNRAY YAN: 7AN: RIRLR, AN HARTAD USDF ks 35024 A2A IMesm
APHEATIS R A) KDY HEDE O7ICTIC HUHNA NNATAY NLITAT ATSNS TUHN NS DY AHN RFEFA RETINRYE 204 XN RN
ATRYNF AYHECSASA= A HON: NHAN 7AN HTSTEE JAS A2A NAHHLAN AFENE AN NAR HINP 275° AN V3P PN NARDIS RE=
AN A 9IC 3N HHY 12527% A AT NSAS NA TDRAFT A 20 AN ASD OLFF OO 24T AR @A AT K427 AJOVT M2
ATHAR At HAPF NN DA AN AR 7AN 2N DAL FNA TN NLAN ADHH7A74N 242F N52NA NNER NFRAFhEARS AN P2 622
NEPHATD, AN T¥TAA H2.757 R76° HIMSES GBI 25NGE 2 NARME T4 ASL2 7 2N NNADPY A HELAAP Y145 AELS N7ANY
NAZATH MY XA AOA, URN HIMEE TUNT NATRUVE A THROSASTAY 129973 L2300 BF% kA AFCGe % NG R 1A AAed= A
SRECP Ay AR 08D NES NATING HAPLe 7AN N 30 TRINF AN CO4CS S2PHE XN HINE % 18 AN NRHERA RUTFSD
NSRS NNAR TBNAT ANS= NN A0 AN TG NES AZZN 12 NN DG AR Faa 1245 A2 200 SRAPY Nk, UNHN HAP S2E0P
HAR S 2 7AN MAASH AHE NS FORN AURSE AN S+ NNAR TRNAT 2T74AR 2 HAAL GO2%F Mok 7AN A7 Y74 AN 1500 N0
NEEHERA 23NGE URN NxRAAH AN TENAEMO 3N HAAL OCA, BF ALF 7AN A Y716 URN NARNGE D2 THING TANT
NNAR TENAYF S HERANF ANA NERANF FRRHRIT ASLM A= IR NAMST FRUCHS A2 Nt ah) 7AN RERS ABhAD
FENAERET ICNAT RIFF HRNC NEST 3CLET NAMST $2A, FRUCHY NAHEDYT NUBr 2hiA APTS HNA D15 AT RAD
TENHAFRY T745 NGRFT 7ANT HUNK NAMS AFENE TH A2A, A INIRS HOPPRA LB HHLAAP AR HAA A3+ 7k Arl HON:
AT I HETRONA Y74+ NANE SAGTE 7AN Tt NAMT HAH NCSF ATENE NNAL ATRMUFA. THIAR UHMN NFR RAX A2 HORER

Figure 7. Sample input News Article for Summary.

Output of System Summary
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System_Summary: ECE LR L2017 thAn TFL4# AdAA WT4LA® HAWANhA Thy AeP ALTPNLTH @hT? T99C AXS°C ha' L &
29% NT7PAFN AN NLAP HOA +ARoo- At TECE FLL hAS L1% HFTa @h? 700 Ao 7: &l $CO+RT gPAh0-T AAPPC ANt
ALhhAT? AR# M7 @h? 7A0N7 701 Thah THIAR OWNTMEh 7AAT PhkeT APNC T 295 Hohd hehr?: Fat ECE
FALL: haoLNT HTLANP NFAFT F09°7: AOA RATt: THAST HALT TPPMS8ET ACTT 0T ALALT 0X97 T30 NE@O Né.d UNH
A2 FIFAFN AATA'RE AAFT ARG-bT 0FCAT TANFE ANAR PAATT WA N-ACT P02 "ECE oL AA9° N9° 0 10
95 TFLA" WA KdeF TmE0- 1855 TCh P0% Tldh ALTIVTH NMILE FTAT ECE HNoXh "VLOT A0 NFC AR!" HNA AAFH
T AT TCH'R DFAh P70 N HAHAL AANTE TLCIN: NATAT NERS D7P0-PT7 AALT e @St vt wE AP7 OXP hILL
- AOA, AA%@-£7 AT A7AN PIC THAMOP FHAT BIFT NFPTGT: "898 e NHAA PCh: Fhha NENE HmAN Ada A7
2 AAL AheAF: AT WA AALT T AN“IT SLA9° N7AN NTFTa V80T ABP® LLAR: NAAT VLOTS TCH° PNAT - °ZA,
§ LoAN - 87997 DL WA TCh HAH 1£CT: NANL PIALT HTAOE: T @20+ PIFAFEN WA A9t af Af: HRTLE
020 NAMT FPEXAC A0 W7 N7AN TNLAT HNA TCIT DIPHPKTAT: oPACH DF°HTET AOA AT NFPHOK AF°T A4S ThaT h
L 700 ATTEL ATPEL Ao T HTELANP APT: TUIAT 97 ALAST ATHT 7007 AdA AA“IE AT HTLANP N8AT LATP°T LFR
a7 hAd@-# aP@{hF VI0T GO0t Ah, ANt ATTCSILSAACI£7: HOhamha AT ANAR PAAT PFAT LS AXe: Rad 2021 A
it #8978 LLATC A8 AhoPL &LAMNT TRHCT "7009T ATFEL HeMTH HOAFT AHL ALTUNTPT AS" NNA FPXAé FHAT O
At APAINTH OTINFTT AT WAL TLAT0T HTAWA BAFT ACTLT AIPALT N0 ALTFNALTH LT7 A9°NC APT HTLAAP hE
AT ATTRE OIAFT 1T FPIPHIAT PITI VA N°MWNST RS NFAA L71C - AP0t ATTCSILTA 7700 ohF F2°% N0A+7 O
97 ANAF ANLSP Alc# HANL OCH AR PTANL: N9 PFA AL ' 972 50 HOYA AL h9°A+FTa7 ha+ $0489° 7Hh9°S h
FUNST (L FICT TN 7842 WHY £TH7 hFA 949° 499007 A0t N7A0 TFERA9° hTA9°0 HAPNL AR NAT7HE L s
HAAT® ZAN al HPAY A9° Th AT HFTAATLA HARIAT VLot AkAT T9°RAT AHLA NP ATTHETIS5: HhY HETC 09CT
C VNN hhATIAT DE29A7 A9°OC TV NATC by Atthi, hFTA ALIA7 R LANA AN2N APLAT ATTCSILGAH HOA: MO0 7an M
TPP°L HMAF HLA AANILN APAC hAAX HINP R19° AN 7P F7 NATE-7S AR 740 YIC HDY 1R hto? NFAL TOAATT AT
R@- ALK @lFt Tt Lok AT PA K4L7 207 012 ASIAL Ut O0: * A78 740 h&h bad H0A 1700 héAh A7HH1114
h AL N9°0A h7RL hPATTIFNI® P2 082 hPHAT@, P1Tih TRIIL R19° HAMT® oI LHAICH NAAT V16T hFed T2

Figure 8. Output summary System.

Reference/ Manual Summary

Refetrence: 1o AAS° N2087 RAPPT ATHEL AR FAARMMNS $CO% Tédh hP° YT TR 1740 NThY UTFTA AP hovhe EC
E e AN 22017 thad T8 0e#@h? T9C AN AAPC ha't it §290 AT7PAFN, AN HCAP HOA Thho hveadtat EZCE &
Lf: Al havdhy HTLANS NEAFT 907 At ANl AdA AATPtE: THOSTH HALT FPPHIEP ACTT 6P ARALT 0X9T TP Wi
0 Adch VHAD PTEOFN AATLA R AN HTLANL V16T AFEE A7ANT NALAFT ATHT AN AOA VL HATF AT NAFPLAT AT
CSUSAT 1897 4810 PF7 Akt TFePHT MPP ALde? AThN ATPRE ACTLT APALT 119 FA ho: AN NTLANP AP
TUAT 7 ALAFT ATHT TANT AN A AAY A0t NTLAAP NRAT LATPT LEROT AA@#0ACTHE AP 97 4l WiNe "7
N4 7A0 &2 HPht AT Th 40T HFFA2A M7 LA™ %4 WHAN 7A0 A0 Mt §C% R0 $40 Pot HARTP N18AT7 WATT WL
9 §C% MAHLOYN: AAa(, Om dm AAH-8A AAPE AFLP@- 7 hovcho 7 700N ASTACKRT 1T 17 FTiTet Lo hia 0 WA
A 0RO hPHTIYE APF WLF#APLOT ATTCSILSA Ta0L0 PNLF hFeP 905%aL Yah: Zah: A3 AN "hiaT VLot
kbt WPLAT ALA NTEP ATTHLTIS: AN HHY HEPC 0ICIC TUHL hhATIAT hea907 A°0C 7UHIL 0AHC by A++hd, hFta
ALMAT' R LNA#AR Wt Thy Z7a0 hERS AThae? PATERET 7004t Kot HANC NEOT 99037 NAMST $20 PPUCHT NAHEL
of(+ Khr 2Haa AR WA @151 A7 Ad@ooMimthT Net 62T 7007 H0A AAMS AP0C TH ALA AH ThEXE HTPoin
LB TLANP AR WA 7T AR WO ANTT Ak HEYONA Pt ANAL A ZA0 91 AAMT HAH ACTT APAC NAAL APLTA
THIAL UHIL h9° RAA, AP HCARP HAA PR HAGA A7TTI: 70 hovch T A7 g A 286 A% APOAC WL LTio7
#AH Tih AMH 9A%° 1§ 7902 “N0CHTT FTMT HINC LAN 12h T Z0CT DPUATT a0L3, k& LA ARTC TAFAAP 11 A0S
hovhe ANCGT APUCE: TOST 1T HKh ALAL hF° ANrt NP A

Figure 9. Reference / Manual Summary.

3.4. Summary Evaluation Measures

For experimentation and evaluation, a number of factual
reports from selected news articles with variable numbers of
sentences were used. On each of those, the proposed
algorithm was applied, and the ROUGE evaluation metric
was used to evaluate the precession, recall and f-score of the
system-generated over the reference/manual summary.

In this point, the Feature Extraction and feature
Enhancement are carried out as explained in sections 3.2.1 and
3.2.2 for the given News article. For every sentence of the
given document, the values of the feature vector sum and
enhanced feature vector sum have been generating the final
summary as displayed in Figure 8. This was extracted the
hierarchical representation of the data to enhance the features,
that, at first did not have much variety, and subsequently
finding the latent factors using algorithm Restricted Boltzmann
Machine (RBM). The sentences have at that point been ranked
on the basis of the final feature vector sum and summaries are
created as proposed in section 3.6.

Then after. the final summary was evaluated using
ROUGE evaluation metrics. The ROUGE stands for Recall-
Oriented Understudy for Gisting Evaluation. It is essentially
a set of metrics for evaluating automatic summarization. It
works by comparing an automatically produced system

summary against a set of reference summaries (typically
human-produced). Let’s say that we have the following
system and reference summaries:

The ROUGE evaluation for the above sample summary
was displayed as below Figure 10 and the finall summary
evaluation conducted in for different documants/ articles was
summarise in following Table 4.

[{

'Rouge-1":
{'r': 0.5064935064535064,
'p': 0.30077120822622105,
'£': 0.37741935016342354},

'Rouge-2":
{'r': 0.31802120141342755,
'p': 0.18518518518518517,
0.23407021641474504},

p':
'£':
'Rouge-1":
{'r': 0.341991341991342,
'p': 0.20308483290488433,
'£': 0.2548387050021333}

}]

Figure 10. ROUGE-Score the extracted system summary over the reference
summary.
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Table 4. Summary Evaluation Result.

ROUGE Evaluation Metric

Document Rouge-1 Rouge-2 Rouge-1

R P F R P F R P F
Doc-1 0.50 030 037 031 0.18 023 034 020 0.25
Doc-2 045 051 048 027 036 031 043 048 045
Doc-3 049 032 039 033 021 026 036 0.24 0.29
Doc-4 0.52 043 047 035 030 032 046 0.38 042

Average 049 039 042 032 026 0.28 039 033 035

4. Results and Discussion

Most of the related work explained in table 1 focus on the
single or two statistical approaches of machine learning
algorithms like term frequency, Probabilistic Latent Semantic
Analysis (PLSA), term frequency, TopicLSA, sentence
position, and Sentence Rank (SR). In this paper, we used
combinations of machine learning approaches for the features
extractions using the number of the thematic words to find
the top most frequent words, sentences position, sentences
length, sentences position relative to paragraph, numbers of
proper nouns, number of numerals, number of named entities
and the Term Frequency-Invers Sentences Frequency (TF
ISF) and the deep leering algorithms for feature enhancement
using Restricted Boltzmann Machin (RBM) was used to
extract and generate the summarization.

The Restricted Boltzmann Machine (RBM) architecture of
deep neural network rather than the statistical approach as
explained in section 3.2.2, it uses the two layered structures
called visible and hidden layers to learn and extract feature of
the give machine learning approaches. The RBM was work
with unsupervised and extractive single document
summarization achieves satisfactory performance compared
to the related works for the selected language.

Recall, Precesion and F-Score of ROUGE-1

050

=

2

o 045

-4

[ —

o

= 040

]

=

S
035

W —o— Recall

-~ precesion
030 -~ F.score
Doc-1 Doc-2 Doc-3 Doc-4
Rouge-1

Figure 11. ROUGE-1 Summary Evaluation corresponding to summaries of
various documents.

The result in Table 2 show that, ROUGE-1, ROUGE-2 and
ROUGE-L scores for different news article corpus test set
and results are averaged over the given articles.

The experiment shows that extract the most relevant
information from the source news article, comparatively, the
ROUGE-1 shows better average result of recall, precession
and F-score test set summary. The average result of ROUG-1

shows 49% for recall, 39% precession, 42% for F-score and
for the ROUGE-2 shows that 32% recall, 26% precession and
28% for F-score, and finally, for the ROUGE-I also shows
that 39% of recall, 33% of Precession, and 35% of F-scores.
As displayed in the following pictures shows the scores of
ROUGE-1.

To answer the research question, Does the selected model
was generated well organized and coherent summary? For
testing and evaluation, a variety of factual reports from
different news articles with variable numbers of sentences
were employed. On each of those, the suggested model was
applied, and the system-generated summaries were compared
to the summaries created by humans.

The models for the Feature Extraction and Enhancement
were conducted as anticipated in sections 3.2.1 and 3.2.2 for
all the given documents. The values of feature vector sum
and enhanced feature vector sum for each sentence. The
Restricted Boltzmann Machine has extracted a hierarchical
representation out of data that initially did not have much
variation, hence discovering.

For the research question, to what extent the system
summary was efficient compared to the manual summary?
The coherence of the summary shows the precession or how
much of the system summary was relevant or needed, and
this shows different result for different documents (30%,
51%, 32% and 43% for Doc-1, Doc-2, Doc-3 and Doc-4
respectively). As the harmonic mean of the system's
precision and recall values of ROUGE-1 was 42%, which
shows the mean average of extracted summary with respect
to the refence summary was coherent and well organized.

50Average Evaluation scores of various documents

045

035

Average

0.25

R 1; F
Rouge-Evaluation

Figure 12. Average Evaluation scores of various documents.

For the research question, Does the extractive text
summarization approach was properly identified as salient and
coherence summary in the original document? This shows as
the result displayed in Figure 12, the various documents have
different scores. In this case, from the given documents, News
Article ‘Doc-2’ have the higher scores in Rouge-1 of the
overlaps of the system summary to the reference summary as
recall 45%, Precession 52% and F-score 48%. Here, the
precession has the higher score, and this shows, extractive text
summarization was properly identified as salient and
coherence summary with in the original document.
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5. Conclusions

In this paper, the model RBM was used as an unsupervised
learning algorithm for enhancing the accuracy of the
summary. It was noted that the suggested method produces
concise summaries of the given single news article without
any irrelevant words. By the features such as Sentence-
Centroid similarity and thematic words used in the feature
extraction stage was used to improve the connectivity of the
sentences. This also helps the proposed model to produce
concise and clear summary. In this work, the proposed model
scores based on the ROUGE evaluation shows an average of
49% recall, 39% precession and 42% F measure was
obtained in Rouge-1, 32% recall, 26% precession and 28% F
measure was obtained in Rouge-2 and 39% recall, 33%
precession and 35% F measure was obtained in Rouge-I.

The results produced using the proposed method give
better evaluation parameters in comparison with prevailing
RBM method. This shows that, the evaluation score of the
system summary compared to the refence summary gives
higher result in Rouge-1 and the F-score or harmonic mean
of precision and recall is 42% and it solves the problems of
information overloading in the ever-increasing available
news articles by generating the extractive summarizations.
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